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March/ April 2024 Headlines

_ g .. APRIL2024 | PHYSICS TODAY
Amid explosive demand, Americais  will Al's growth create an explosion of energy consumption?
running out of power

Al 'and the boom in clean-tech manufacturing are pushing America’s power grid to the brink. Utilities can’t keep ug AI CO U I d gO b b I e U p a q U a rte r Of a I I e I e Ct ri City i n t h e U . S . by

@ — 2030 if it doesn’t break its energy addiction, says Arm
Lo Holdings exec Fortune. April 16, 2024 at 5:36 AM EDT

Ehe New Nork Times CLMATE | A New Surse in Power Use Is Threateniing U.S. Cliniate Guals B s 2> [ Qo

@ Existing data centers @ l
Proposed data centers o v D 8

o ©)

Big Tech’s Latest Obsession
is Finding Enough Energy

The Al boom is fueling an insatiable appetite for
electricity, which is creating risks to the grid and
the transition to cleaner energy sources
Katherine Blunt & Jennifer Hiller March 24, 2024



https://www.nytimes.com/by/brad-plumer
https://www.nytimes.com/by/nadja-popovich
https://www.wsj.com/news/author/katherine-blunt
https://www.wsj.com/news/author/jennifer-hiller
https://pubs.aip.org/physicstoday/article/77/4/28/3278527/Will-AI-s-growth-create-an-explosion-of-energy

New Urgency I: Dangerous Threshold Crossed—> Energy Use

1]

1 1
6 r 1
16 1 : Pinatubo
1 I )
X | ( ﬂlq._
1 I -
12 ’IPCC . | b
| pre-industrial I 1944
IR >
: 1878}, Krakatoa : Katmai
0.8 U 1 !
&

0.4

1961101990

Temperature anomaly (°C)

| : +0.9 °C baseline
Early—industrial: Mid-industrial Modern period
I

—— —————————— ———— ——— ———— — ————— —— — —— —— —— -

-0.4 I I L I

‘1840 1880 1920 1960 2000
Year

Malcolm T. McCulloch et al, Nature Climate, 2024

300 years of sclerosponge thermometry shows
global warming has exceeded 1.5 °C

NY Times, December 26, 2023

Scientists are already busy trying to understand
whether 2023’s off-the-charts heat is a sign that
global warming is accelerating.
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Unsustainable Microelectronics Energy Use /EES2 Goals
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Semiconductor
Research
Corporation
(SRC) projected
microelectronics
could consume
nearly 25% of
planetary energy
production
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Energy Efficiency Scaling for 2 Decades (EES2)

i [EFFICIENCY
& SCALING

ANNOUNCED by AMO in JANUARY 12 2022:

Shift from R&D Roadmaps based on biennial length-based scaling (e.g., Moore’s

law) to ultra-energy-efficiency scaling and ensure all R&D includes some energy-
efficiency focus

* Specifically, develop in parthership with U.S. and Allied Country Semiconductor
Industry an RDD&D roadmap to ensure

— Doubling* of microelectronics’ energy efficiency every two years or faster for the
coming decades

— In two decades, increase energy efficiency of next generation microelectronics
by >1000X

https://ees2.SLAC.stanford.edu
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https://ees2.slac.stanford.edu/amo-microelectronics

The EES2 Cooperation Pledge

SCALING

We the undersigned agree to cooperate

e To document and learn from the extraordinary record of microelectronics’, including power
electronics’, energy efficiency such as increases greater than 1,000,000x in energy efficiency since the
invention of the transistor nearly 75 years ago;

¢ To document and learn from microelectronics’ past and forecasted future ability to enable all secto
of the economy to become more energy efficient and sustainable;

¢ To identify and publicize problems solved and opportunities offered by microelectronics’ Energy
Efficiency Scaling over 2 Decades (EES2);

* To participate in the AMMTO-led EES2 2022-2023 R&D Roadmap;

¢ To explore formation of a partnership, perhaps “EES2 Allies” that enable the EES2 1000X efficiency

goal by leading EES2 R&D Roadmapping after 2025 and by catalyzing the deployment of cost-effective
technologies, including power electronics, needed to stay on the EES2 path of doubling
microelectronics’ energy efficiency every two years.

We do this because
eMicroelectronics’ life-cycle energy use is rapidly becoming unsustainable as microelectronics demand
begins to outpace continuing efficiency improvements due to burgeoning computing, communication,
and electrification demands
*EES2 is a key organizing principle that aims to help meet new energy demands

~ *The EES2 is a technology leadership path that provides economic and other public benefits.
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Recruited 65 pledge sighing organizations for the DOE’s Energy
Efficiency Scaling for 2 Decades (EES2) Goal since 2022
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Roadmap Version 1.0: Energy Inefficiency Factors . I

ENERGY
S EFFICIENCY
s SCALING

Semiconductor energy use doubled every three years 2010—2020 due to
3 factors:

1. End of Dennard Scaling
2. Memory Access Bottlenecks

3. Al/ML Model Complexity & Other Energy-Intensive Emerging Applications
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1. End of Dennard Scaling (& other Scaling Changes)
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2. Memory Access Bottlenecks

f EES2
~__ENERGY
.~ EFFICIENCY
8 ADD SCALING
Int32 ADD
FP22 ADD
Int8 MULT Memory Wall problem:
Int32 MULT Relative energy cost of
FP32 MULT

logic and memory
operations is too high

L1 Cache acess

L2 Cache acess

L3 Cache acess
HBM2 DRAM access
DDR3/4 DRAM access

0 1 2 3 4 5 6
10

10 10 10 10
Energy per operation

Source: Jouppi, Norman P., et al. 2021. “Ten Lessons from Three
Generations Shaped Google’s TPUv4i: Industrial Product.”
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3. Al/ML Model Complexity

1014
ar Vision
1012| |~ Language
O Games
g 10%°
[<b)
=
©
S 108
S
[«b)
2 108 F
-
= 0O .
10 -
i
02| ¢ .
. (®]
1950 1960 1970 1980 1990 2000 2010 2020

Year of Publication
Complexity of machine learning models

(Source: Villalobos et.al. 2022)

EFFICIENCY
SCALING

The last decade has
withessed a surge in
Al/ML model
complexity (by more
than 100,000) — a
major driver of
escalating energy
demands
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3) cont.... Seminal Shankar Analysis: Bits to Bitcoin
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Three Metrics for Energy Efficiency

Near Term:

Energy per
Instruction

Near-Med-Term
Energy per Bit

Med-Long Term:
Energy per
Application

Materials

X

X

Devices

X

X

Circuits

Architecture

Heterogeneous
Integration

Advanced
Packaging

Algorithms

Software

(Key: light blue= near-term; dark blue = long-term)

|EFFICIENCY

Roadmap Recommendations
Divided into Three
Categories:

1) Instructions (hardware
and software codesign),

2) Bits (hardware), and

3) Applications (software-
driven full-stack co-
design).
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EES2 Roadmap V1.0 (Compute) Working Groups

Compute stack
Working Groups
assembled in co-
design pairs

STACK ENABLERS

_>
Algorithms / & Metrology and
Software Benchmarking
r
Heterogeneous Integration F I.'. = “‘“” Power and Control
and Advanced Packaging mAYEIN Electronics

“o-
Circuits and ::a Manufacturing Energy
Architectures @““ Efficiency & Sustainability

Materials and m Education & Workforce
Devices 8[%% Development
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Enablers Working
Groups
supporting stacks
to enable

1000X efficiency
goals




Technologies of the EES2 Roadmap

Circuits & Architecture
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Advanced Packaging & Heterogenous Integration
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Materials and Devices

Technologies

Key Challenges

a Si-GAA Transistors
e Pursue high-quality material manufacturing for energy-

2D Materials  “Y*v*v*_ £ I efficient devices.
CNT T"Ir‘f'

Ferroelectric FET ;n e Develop integration methods for novel material use.

hg _—5\0: e Analyze fundamental properties for emerging materials
= i SpRtenicamees and understand their implications on device behavior.

NEET
UUVV Analog Computing o Bridge the knowledge gap by fostering cross-disciplinary

ILD . . ..
NS | ; 4 \ collaboration for device efficiency.

Sl e Utilize advanced modeling for R&D acceleration.
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Argonne &

NATIONAL LABORATORY

FY24S:AMM
TO EES2 Lab
Call for 10X
Energy
Efficient
Devices

...Team also
leads SC
Threadwork
from
Codesign
FOA project

Microelectronic Devices Enabled by Atomic Layer Deposition for Ultra-low Power Architectures
Jeffrey Elam (Lead), Moinuddin Ahmad, Angel Yanguas-Gil, Xingfu Wu, Sandeep Madireddy, and
Anil Mane (Argonne National Laboratory - Prime Recipient) + Mark Hersam (Northwestern

University), Eric Pop (Stanford University), Elton Graugnard (Boise State University)

Summary: Revolutionary devices, materials,
and manufacturing processes are needed to
address the dramatic rise in energy
consumption by microelectronics. In this
project, we will scale-up the atomic layer
deposition (ALD) of two-dimensional (2D)
molybdenum disulfide (MoS,) to accelerate
the  commercialization 2D-field effect
transistors (2D-FETs) and memtransistors for
ultra-low energy microelectronics

Impact: 2D-FETs will enable 3-dimensional
integrated circuits (3D-ICs) with up to 50x
energy savings and memtransistors will
enable (through co-design) neuromorphic
circuits with up to 10 lower energy

compared to conventional CMOS.

(BES/ASCR $)| Period of performance: 36 months

Key Device
Technology

(Both need 2D
MoS2 thin films

2D Field Effect
Transistor (2DFET)

Memtransistor
(Memristor)

*c Monolayer MoS, film

Ultra-low Power Architectures include:

_.,,..._,._. 3D integration

- 30 RRAM: massive storage

) e st 6 of memory &

1DCNE

z : mewmeess - |ogic 50X
W ' -~ energy

- L S ——

efficiency)
- Dv/D2
Dy/Da4
Ouie Neuro-

~ |psos  Morphic
. D circuits
(108X
energy
efficiency
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Circuits and Architectures s>

& EFFICIENCY
& SCALING

Technologies

Key Challenges

E el e Advance compute-in-memory technology through
Innovative design and co-design EDA tools.

® 5|
Domain-Specific ~ _fi_}i-Sl-&
Architecture g L

Jd an g

e Demonstrate novel NVM technology alternatives to
traditional DRAM/NAND.
Compute-in-

Memory e Utilize advanced EDA for the creation of novel device
architectures.

EDA

e Reduce ownership costs via new interconnect fabrics.
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NorthPole Neural Inference Accelerator
Dharmendra S. Modha/ IBM Research Lab, et al.

||||||||
]

[
i
.||Ii
L
®@

EFFICIENCY
SCALING
_-MJ-LJ&"EM BN . Chip design optimized for neural Summary:
o1 inference (no conditional branching) The IBM NorthPole chip is a brain-inspired, all-digital
Partial Neight I8 * Low data precision only (8-, 4-, and 2- inference engine exploiting compute-in-memory
- bit), configured per layer specifically optimized for neural network performance.
' » 256-core array, each capable of
) massively parallel operations (e.g., .
8192 2-byitpops/cycIZ) eg Energy Impact: Compared to GPU, NorthPole achieves
pogamfl  Actvaton [ - 224MB on-chip memory is intertwined 25x greater energy efficiency (as frames/second per
Buffer emo . . .
pr S with Compute in the |ayout of each core Watt) fOI’ ReSNetSO |mage CIaSS|f|Cat|On benChmaI’k.
: ‘ Host system Accelerator card E 2000
[’ cPU NorthPole chip ] MarthPale
ﬁ Application Frame Cores E 1750
buffer =

* NOCs integrate inter-core computation E 1250
and memory and enable reconfigured freme Tg
weights and instructions per layer [ § 1000 A0

» Co-designed software orchestrates con netmore Wod. = g 150 rsb
resources for high utilization F adn Ao

: : o pag2 e lfUnd,

* Simple use model—self-contained 5 300777 oo e NorthPole
network execution with only 3 commands nale = 250 8270 %2 4430 R .
(write input, run network, read results) — 5 pC2008 Jetson Xav. N e CPU
facilitates integration with sensors and IT [~z ] - S S 300 a0 s00 800
infrastructure | putinput f ! Energy Metric iframes/jouls)

Source: https://www.science.org/doi/full/10.1126/science.adh1174
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Advanced Packaging and Heterogeneous Integration /£ 2.,

& EFFICIENCY
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Technologies

Key Challenges
;:' Interconnects for _
' 2.5/3D Stacking e Standardize UCle.

e Develop non-CMOS compatible devices towards
monolithic integration.

Advanced System . . . .
@ - e Explore novel materials/designs in thermal interfaces.

Alternative e e Optimize memory access costs and heat management
Interconnect e . : ,
with advanced interconnect technologies.

Thermal
Management

Packaging EDA
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Nano-Engineered Computing System Technology (N3XT)
Mohamed M. Sabry Aly/ Stanford University, et al.

Stanford
University
) . Summary:
120 s readite — | The project represents a revolutionary approach to
520?:’“'“"’”“9 y " 4 electronics that strives to break away from traditional
8 3 memory controllers £ . . . .
\ " 52Xyt sicon SAM L1 dtacache two-dimensional semiconductor architecture. Instead,
: r 4 oysin oudhrie, 1.35 pil roediil it focuses on building integrated systems using a
oy 32 Kot oo SAM L nstnction ace three-dimensional design, where components such as
22 nm silicon cores l Ssibinr o UV O processors, memory, and sensors are stacked atop
Baseline system . . . . . .
- s y one another. This 3D integration is achieved using
64 Goytes on-hip 30 RRAM 3 advanced technglogles such as carbop nanptubes
e T 30 RRAM and nanoscale interconnects. The project aims to

2 pJ/bit read + 6 pJ/bit write

B> CNFET access transistors create high-density, energy-efficient chips that

64 memory controllers //..Auunigv’// Peripheral CNFET circuits

i e STTMRAM ol overcome the scaling challenges of existing silicon-
sl siddely based technologies, potentially leading to faster and
: D L e more capable computational devices.
- / - 4 cycles read/write, 0.41 pJ/bit read/write
D in-oecet Processing core
SERE— 32 KbytestNFET SRAM L1 instruction cache -
ST Syt ;-ggfezée:zmiifg‘vg.n pJ/bit read/write Energy ImpaCt. . .
® 2 For the specific energy savings, the project reports
_ _ achieving up to 1000x reduction in required energy
a) Baseline Conventional System per function compared to conventional two-
b) Monolithically integrated 3D system enabled by N3XT dimensional electronics.

Source: https://poplab.stanford.edu/pdfs/Aly-N3XT1000-computer15.pdf
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Algorithms and Software | enERoy

. EFFICIENCY
& SCALING

Technologies
Key Challenges

@m :Q Continual Learning . : .
Sl A e Enhance energy-saving algorithms through efficient

J M Meta-Learning PINNS utilization of memory and parallelism.

Compiled Python ﬂi
Auto-Parallelization —

Al-Driven Code

C@ e Improve profiling tools for software energy tracking.
5

e Align new energy-efficient hardware for use within

Generation S EE existing codebase and infrastructure.
@’3 i”)@ Domain-Specific e Reduce ML energy consumption through new strategies
L d Tool . .. .
L e in ML training and inference.

[l

intelligence for machine intelligence applications.
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EES2

ﬁr TetraMlem Programming memristor arrays with arbitrarily high precision for analog computing

et bl Wenhao Song/ TetraMem, et al. ENERGY
EFFICIENCY
SCALING
A A;I'randitionanLBitSIicing , B B True Analog c 0 : Summary:
el Amferior-the A Ry=a=1 The study presents an innovative protocol for
x , ~ B programming memristor arrays to perform high
AR S Mg At A=KG,=0.9 precision analog matrix multiplication. It utilizes a
\f \f\ "’\f \\ ,\ :,R'=R0'A'=°" collective device approach for numerical
S' "S | representation and dynamic error adjustment to
NS R | ons. Th
i - mmﬁfow ensure precise calculations. This method showcases
0 1 RarRrA0.1 significant power efficiency benefits compared to
i i GG . . . . .
= conventional digital computing techniques.
A3 | A,=k,G,=0.009
: R,=R -A,=0.001
A1+A2+A3=0.999=1 Energy ImpaCt:
By dynamically compensating for device
Reaza End imperfections, the algorithm ensures accurate

computational results with less energy than traditional
digital systems, highlighting a strategic move towards
algorithm-driven energy savings in computing.

Effective Matrix

= 3A = 3kG

a) Traditional crossbar arrays with ADCs and additional postprocessing
circuits

b) Proposed arbitrary precision programming circuit with shared ADCs Source:

c) Example of programming a numerical value A=1 into multiple memristor

devices step by step https.//www.science.org/doi/10.1126/science.adi9405

d) Flowchart of the arbitrarily high-precision programming algorithms
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Enablers: Preliminary Results

LEFFICIENCY
SCALING

Enabling technologies
incm.d'® and approaches to
el support the compute
stack.

Me
Ce

ynamic computing
load management

n-situ & in-operando
Characterization
[
Advanced
Metrology |
A Imprint-based | TTITTIT iverse workforce
odeling, simulation, lithography Al/ML-assisted development
& co-design N - metrology ' i
NTTTTRTID
éurriculunﬁ
dgvelopme_n

Failure analysis

e <Light-based
|

i_t_hograpl_1y

Power & Manufacturing Metrology & Education &
Control Energy Efficiency Benchmarking Workforce
Electronics & Sustainability Development
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Power and Control Electronics s

& EFFICIENCY
SCALING

Technologies

Key Challenges

Dynamic Computing
| Load Management

e Optimize power delivery for new med/high power

~—— -

— demands in data centers and new super factories with

wide-bandgap power electronics..

Advanced Thermal
Management

e Advance co-design to integrate power delivery with
circuits and architectures.

Enhancement of ¢ |nnovate in on-chip thermal management
Modeling, Simulation,
Or(*:d Cot-)_f:f_sign e Extend energy efficiency to legacy computing and non-
apanoilities

datacenter contexts.
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Power and Control Electronics

Data Center Architecture Evolution and Performance Covered End-to-End

Vertiv portfolio across an example high-density data center building block

oy 'Portfolio Key

Power Modules e Chlllerleutdoor Heat . lidasne

* MV/LV Switchgear Condensers Rejection """"Th . l

« 3-Phase UPS v L‘ ermal Managemen

« Energy Storage J IT Systems

« Static Transfer Switch Transformer/ . Services

+ Cooling Units ' Distribution Units J infrastructure Solutions
I AL L Room Cooling Heat . .

Collection High-Capacity
IDC Power Busway
M Ao A

MVILV ' | Row Liquid

Switchgear y' | Manifolds

Microgrid Integration Row Coolant

. gattery Energy Storage Distribution

ystem Ty
« Fuel Cel Integration SaCIf( :alqmd
anifolds
. . I Custom Racking A
Energy Power Services, | || High-Capacity Rack Power IT Management +
Management System y omtonng & Controls Distribution Software

Exumrgle Budong Block 7 MW, 100 racks, =70hwrock,, 20% Alr, 20% Likuld Coutirg
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Manufacturing Energy Efficiency and Sustainability /£ 2.,

&  EFFICIENCY
b SCALING

Technologies

Key Challenges

W | -~
? t'f:;g?g;ﬁ‘; e Enhance EUV lithography energy efficiency.
«® e Refine nanoimprint lithography.
Nanoimprint S & e Design compact, advanced abatement systems.
inogrenhy  (ERE e Select lower-GWP gases for processing.
g > e Set comprehensive energy metrics for lithographic
Abctement processes

e (Create effective recycling methods for process gases
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EES2
ENERGY

Manufacturing Energy Costs per Wafer e

1600 SCALING

Substantial energy
increase per wafer
with implementation
5 o of EUV lithography
5
- anin IILIIIII IIIJIIII IIIJIlII

E28nm ®E14nm ®E10nm ®E7nm B 7nm (EUV) 5nm ®5nm (EUV) m3nm ®E2nm

MOL = middle of line; FEOL = front end of line; BEOL = back end of line;
EUV = extreme ultraviolet. (Bardon and Parvais 2023)
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Metrology and Benchmark

Technologies
* Key Challenges
e Advanced
TS Metrology

e Address the disparity between expected and actual chip

In-situ and N performance.
in-operando —7—)L —
sharacteratiion & e Advance 3D metrology technology.
Al/ML-Assisted e Enhance thermal measurement methods for complex
SIS chip architectures.
N\ A zk« . ] ]
Failure Analysis ey e Integrate advanced characterization methods into
/l ¥ . . -
/ﬁm T manufacturing lines
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Methodology for Compute Energy Assessment

Major Industry
Segments _
Select and Define
Major representative
benchmarks
Use Cases
Bottom-up Energy
Use Evaluation
(Direct Energy Costs)
e Circuits * Laboratory
* Packaging measurements
* Devices e Simulations

TOOLING
* Profiling
* Simulation
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Education and Workforce Development .

& | EFFICIENCY
SCALING

Technologies

Key Challenges

e Attracting a workforce attuned to environmental and

social impacts may simultaneously increase workforce
diversity.

Early Childhood
Education

e |ncrease diversity with emphasis on first in family

e Advance software driven co-design in curricula.

Curriculum e Merge hands-on experience with theoretical learning.

Development

e Support ongoing learning and professional growth.

e [oster collaboration between academia, industry, and
government to align educational programs.
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Education and Workforce Development

* Tim Wei estimated that US “traditional” STEM people supply will decline
by as much as 50% by 2045 (e.g. need to at least double supply)

* Analysis of “Tribes” of potential Students

29%

26% o bridge to connect

B m Hispanic Origin
18% 17% p g

10% m Asian, Native Hawaiian, =
and Pacific Islander

T
® Two or More Races

Less Engaged Enthused Social Artists STEM Devotees Individualists m Bl ack so%

Lower levels Unfocused Socially conscious Focused achievers, Courageous

of engagement Lots of interests and creative likely to continue innovators who

with subject but lacking with STEM want to get 0%
clear alignment things done . .

Interested in Engineering o Amencan 'ndlan and 30%

Alaska Native

) 0%
34% ) 63% 30% 59% 39%) m White
10%

. . e . . . . . Source: U.S, Census Bureau, 2014 National e
https://www.imeche.org/policy-and-press/reports/detail/five-tribes-personalising-engineering-education  poguiation erojections, becember 2014.

2015 2030 2045 2060
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Results by WG: Estimated Energy Saving Potential

10000 ® LEGEND:
Materials and Devices Advanced Packaging & Heterogeneous Integration
® 15 1 Si-GAA 1 LMP solder with polymer
2 CNT Memory 2 Nanostructured thermal interface surface
3 CNTFET (Logic) 3 CNITIM
4 TFET 4 Graphene TIM
5 Spintronic memory 5 Graphene interconnects
1000 @5 6 FeFET (Flash) 6 CNT interconnects
7 Analog devices for neuromorphic computing 7 Rh/Irinterconnect
8 FeFET (SRAM) 8 CNTfor3DICs
® 13 *7 o1 9 Contact & interconnect 9 3DICMIVs
® 14 10 Novel ILD 10 Feveros
- [ 2yl 11 Spintronic logic 11 TSVfor3DIC
g ® s 12 2D materials 12 Hybrid bonding (Cu-Cu)
o 100 ® > Circuits and Architectures 13 Optical off-chip interconnect
2 1 ReRAM vs NAND 14 Optical on-chip interconnect
— ®° 2 STTRAM vs NAND 15 Optical bus
7 ®1c @ 13 ®s .
1 o1z O 3 NRAM vs DRAM 16 UCle chiplet standard
. @3 ® 5 4 ReRAM vs DRAM 17 3D stacked SRAM
17 5 CNTNVM 18 MIV stacked ReRAM
@ 6 Metis SRAM 19 HBM on logic
10 e ® 12 ® 15 7 Molecular dynamics ASIC Algorithms and Software
3 o7 8 FPGAs for machine vision 1 Reduced energy for ML algorithms
, @6 ® 8 @9 9 SRAM stacked 3D DNN accelerator 2 Algorithm-specific energy (tooling)
- ®: P 10 MIV stacked ReRAM 3 Algorithm-specific energy (benchmarking)
3 8 11 HBM Cache 4 Languages, compilers, and runtime systems
11, @ 19 @ 10 o0 12 Neuromorphic memcapacitive devices 5 Communication protocols
16, @5 o7 ©O:° 3 13 Neuromorphic memristor matrix multiplier 6 Privacy and security
1 - ® 14 Neuromorphic asynchronous computing 7 Software for emerging architectures
0 2 4 © 8 10 12 4 15 CcMO0S SRAM CIM 8  Computational reliability

-
»

CXL optimized DDR5

YEARS TO TRL 6
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Three Solutions to Unsustainable Energy Growth

Road map Recommendations Chip Co-Design Innovative Resarch
Divided into Three

. e Drive performance Break CMOS limits
Categories: with architectural with new R&D
. innovation Discover efficient
1) Instructions (hardware Optimize Al options like VTFET
. Enhance system- . Pursue quantum
and software COdeSIgn)7 wide energy SUSTEiNINS tech for efficiency

Energy

leaps
Growth

efficiency

2) Bits (hardware), and

3) Applications (software-
driven full-stack co- Software-Centric Co-Design

design).

e Streamline Al with integrated co-design
* Fuse software and hardware early on
« Optimize applications for energy-saving
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Conclusion: We can DO This!'—but need your help! o~
ENERGY
EFFICIENCY
ISCALING

-By 2030 (when we plan
to reach 10X with EES2
RD&D ) we may need to
accelerate to 20-40X!
Deploy, Deploy Deploy!!

-By 2037 (when we plan to reach 100X with
EES2) we must have a good sense of how
we can get to 1000X (quantum? Nature-
inspired? Distributed? So we need to

engage basic researcher, inventors,
international!!
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Key Strategies for Deploying EES2

EES2
ENERGY
EFFICIENCY

Mechanisms from Energetics’ working group process: ESCALING

1. Public-Private Partnerships —especially R&D!!

2. We Can Do IT—EES2 Roadmap Outreach

3. Comprehensive Benchmarking across all layers of
computing

4. Software Driven Co-design Interdisciplinary Collaboration

and Curriculum Creation
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The Future o [

ENERGY
. EFFICIENCY
SCALING

* Enhanced Microelectronic Efficiency: EES2's
active investment in research for energy-
efficient microelectronics with Labcall awards.

» Al Energy Efficiency Synergy: DOE's ASCR FOA
aligns with EES2, focusing on energy-efficient
Al with neuromorphic and statistical
techniques.

* Expanding Technology Horizon: Inclusion of
gquantum and optical computing in roadmap's
future vision.

* Community-Driven Progress: EES2's RF| seeks
public opinion to further refine the roadmap.

Source: Generated with OpenAl’s DALL-E
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Q&A

Extra After this
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Moore’s Law: Biennial doubling requires semilog

Moore’s Law: The number of transistors on microchips doubles every two years [SEaWEIE!

Moore's law describes the empirical regularity that the number of transistors on integrated circuits doubles approximately every two years. in Data
This advancement is important for other aspects of technological progress in computing - such as processing speed or the price of computers.

Transistor count

50,000,000,000 GC2IRY  @AMD Epyc Rome
72-core Xeon Phj Centrig 2””“ AWS Graviton2
IBM 213 S sgme‘c \h\// \ Bosh AMDEz‘i“
z torage Controller /\pph A Bionic
10'0007000'000 18-core Xeon Haswell-E5 \ 8 ;"5“"(‘/)\'% Kiri F';! 990 ?‘1 .
pple 3 (iPhone ’ro)
5,000,000,000 S rorexeon s 978 ° g 3 @AMD Ryzen 7 3700X

12-core PO\ND\‘>

8-core Xeon Nehalem-EXs

Six-core Xeon 7400 8
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Itani um 2 with 0 Applr A7 (dual-core ARMé4 "mobile SoC")
500.000.000 9 MB cache @ Core i7 (Quad)
? ? ; AMD K10 quad-core 2M L3
Itanium 2 Madison 6M € ‘(‘nm 2 Duo \Nn\frht
Pentium D Smithfield< (‘ms 2 Duo Conro
Itanium 2 McKinley € © °Con % F)Lm Wolfdale 3M
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z Pentium 4 Cedar Mill
’ ’ AMD K8@ oi‘rﬂhum 4 Prescott
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e
Pentium Il Maobile Dixon, s B S
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10000000 AMD Ké-IlI
' ? AMD Ké, QPentium 11l Katrmai
5 OOO OOO PlartiurniBro »’r?t' ‘ﬁwt um Il Deschutes
enti F Pentiurm
’ ’ A4 Klamath
Pent‘.umo AMD K5
SA-110
Intel 80486,
1,000,000 ® %o
Tl Explorer's 32-bit,
500,000 U\pl mac h>nc) € m,)o /\RN’JOO
Intel bOJbéo Ig);ﬁo QLRM 3
Motorola 680204y e RS
100,000 < Rt tah ;
’ Intel 80286 an 4

ERREERELE
'\/T rola T ARM BREESEREE E N E RGY
00C 9TDMI
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! i

Intel 8086 ntel 8088 o QARM 2 /\R?A 6 EFFI IE
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\Autnvr)h MG )
2538 6502

-
Intel 4004
1,000
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Data source: Wikipedia (wikipedia.org/wiki/Transistor_count) Year in which the microchip was first introduced
OurWorldinData.org - Research and data to make progress against the world’s largest problems. Licensed under CC-BY by the authors Hannah Ritchie and Max Roser.
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New Urgency ll: Al- and Bitcoin- Driven Electricity-use in Data Centel
ES2

NERGY
EFFICIENCY
e SCALING

RRGIA000 Chirnrnmmaesssnda Bitcoin mining rack. Time, Feb,
prppti g lﬂf»/»y’ s ‘ d

oo e ', e g 2024https://apple.news/AA5nb3
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Projected Increase in US Electricity Demand
Increase in demand from 2023 to 2028, by forecast year
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Highest electricity use
ever for Data Centers
drives major increase
(+4.5%) from prior stable

e I eCtn C|'ty fo recasts . Source: Grid Strategies analysis of Federal Energy Regulatory Commission filings Bloomberg Businessweek

January 2024 Bloomberg News: “Hungry Hungry Al”

2019 2020 2021 2022 2023
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Preliminary* RD&D Recommendations for EES2
(”MAPT table) *does not include SLAC analysis & Plenary input including Highlights

Potential Contributions to 200002 = A0 A — A OO A0 — 1000 OF mMmore

EES2 Working Group Near Term (0-5yrs
Build upon CMOS technology-
compatible transistors,
interconnects, memory, with
innovations in materials/processes.

Materials and Devices

Advanced Packaging &
Heterogeneous
Integration (HI)

Thermal engineering, reliability, and
interface materials.

Domain-specific architectures.

Al-driven EDA, PDK design for
efficiency

Circuits and
Architectures

Software and Energy-aware algorithms and
Algorithms software.

Mid Term (5-10 vrs.

Beyond CMOS including devices
reliant on alternative carriers or
carrier transport, and device
structures.

New methods for integrating
devices, interconnects, and
memories.

Co-optimization of hardware
system components for distinct
applications, with energy efficiency
as a design variable.

Improved ML algorithms and
exploitation of ML in software
development

Long Term (10+ yrs.

Exploratory materials and revolutionary
devices.

3D HI at the package level for different
architectures and hardware across
multiple technology nodes. **help SC

Architectures to enable new
computation for distinct applications
by moving memory to or in compute,
and through advanced interconnect,
with energy as a design variable.

Software and algorithms co-
optimization with advanced
architectures. **help SC
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Roadmap 1 Overview: Energy Efficiency-based Solutions for HW

Engfadzzfnm ::ed Technical How Fast could
gY . P . Potential for | Potential for . Cultural, How Fast is Energy
. to minimum at | Potential for Technical . ..
Innovation : .. 100X 1000X . Educational | Energy Use Efficiency
. thermodynamic | 10X efficiency .. .. Barriers to . .
Metric Group . . efficiency efficiency Barriers to currently improve
limit at 300K in< 10 years | . 1000x :
in < 15 years (alone) 1000X alone changing | compared to
(Orders of in < 20 years EES2
Magnitude) Y
Bits
(Transistors or 1tQ 2** Low-Medium Low High High High Decreasing In-line
Switching)
Instructions I : : . . Medium- : .
- + ]
(INT4 to HPCG) 2 to 9%, Medium-High High High High Medium Increasing Faster

*Shankar, S. and Reuther, A., 2022, September. IEEE High Performance Extreme Computing Conference (HPEC) (pp. 1-8). IEEE.

**Shankar, S., 2023, September. IEEE High Performance Extreme Computing Conference (HPEC) (pp. 1-6). IEEE.

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY AND RENEWABLE ENERGY ADVANCED MATERIALS AND MANUFACTURING TECHNOLOGIES OFFICE




Energy Efficiency-based Solutions for Software

Headroom in

Enerev compared Technical How Fast could
gY . P : . Potential for . Cultural, How Fast is Energy
. to minimum at | Potential for | Potential for Technical . .
Innovation : iy . 1000X : Educational | Energy Use Efficiency
. thermodynamic | 10X efficiency 100X efficiency . Barriers to . .
Metric Group . : . efficiency Barriers to currently improve
limit at 300K in< 10 years | in<15 years 1000x .
(alone) 1000X alone changing | compared to
(OIS in < 20 years EES2
Magnitude) Y
Applications
(for complete
Simulations; E.g. . : : : : Rapidly
e 20 to 36*, High High+ High++ |Low-Medium Low : Faster+
Scientific Increasing
Simulation, Al
Training)

Need for energy efficiency for SW

* Applications-specific algorithms need focus in addition to hardware and transistors

* As computer systems are hierarchically based on building blocks transistors, devices, and components
overall energy use is determined by the efficiency of the components

*Shankar, S et al., 2022 and 2023
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Al/ML Model Complexity

| Training

Human life
US per capita
Per year

; ahfornla I

Chat GPT Chat GPT Chat GPT Chat GPT Electricity Electricity Energy spent
Training (Low) Training (High) Inference Inference Consumption Consumption byahuman
(low)/Year (high)/Year  CA/Year per USA/Year per during lifetime
capita capita

Kilowatt- hour

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY AND RENEWABLE ENERGY ADVANCED MATERIALS AND MANUFACTURING TECHNOLOGIES OFFICE

ES2

NERGY
EFFICIENCY
BSCALING

Training and
inference energy rival
annual per capita
consumption

Source: Shankar
2023.




Key URLs and Videos of 9-20-22 Inaugural Pledge Signing

Department of Energy Announces Pledges from 21 Organizations to Increase th..
Energy Efficiency of Semiconductors and Bolster American Manufacturing:
https://www.energy.gov/eere/articles/department-energy-announces-pledges-
21-organizations-increase-energy-efficiency

Undersecretary
For Science and
Innovation Geri
Richmond is first
to sign

video  https://vimeo.c
Here-> Om/769659745
/f054bc19d5

See also EERE Commitment to support EES2 from Deputy ?j}“;%é@“é@;;ﬁfz

Assistant Secretary for Energy Efficiency Carolyn Snyder - 673be6fbd
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https://vimeo.com/769659745/f054bc19d5
https://vimeo.com/769659745/f054bc19d5
https://vimeo.com/769659745/f054bc19d5
https://vimeo.com/769659330/2673be6fbd
https://vimeo.com/769659330/2673be6fbd
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Energy Efficiency Scaling for 2 Decades (EES2)

i [EFFICIENCY
& SCALING

ANNOUNCED by AMO in JANUARY 12 2022:

Shift from R&D Roadmaps based on biennial length-based scaling (e.g., Moore’s

law) to ultra-energy-efficiency scaling and ensure all R&D includes some energy-
efficiency focus

* Specifically, develop in parthership with U.S. and Allied Country Semiconductor
Industry an RDD&D roadmap to ensure

— Doubling* of microelectronics’ energy efficiency every two years or faster for the
coming decades

— In two decades, increase energy efficiency of next generation microelectronics
by >1000X

https://ees2.SLAC.stanford.edu
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https://ees2.slac.stanford.edu/amo-microelectronics

EES2 Roadmap V1.0 Working Groups

EFFICIENCY
SCALING

Computing ‘STACK’ ENABLERS

4
Algorithms / & Metrology and
Software (.: Benchmarking
Heterogeneous Integration

=0
ﬁﬁ 1} ‘\%" Power and Conttrol
and Advanced Packaging ol _|‘| :g T Electronics

Circuits and lﬂ Manufacturing Energy
Architectures @"" Efficiency and Sustainability

Materials and m Education and Workforce
Devices

Development °
e
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But We Can’t Succeed without help from “IT”

Themodynamic Energy at 300K
Single ATP to ADP (biological limit)
Energy per transistor switching
Energy per Instruction (INT4)
Energy per Instruction (INT8
Energy per Instruction (FP16
Energy per Instruction (FP32
Energy per Instruction (FP64
Energy per Instruction (Rmax
Energy per Instruction (HPCG
Energy for Spike Protein 7.5 s
Energy for Single Coin Mining
Energy per Application (NLP)

Transistor Switching Energy E-18-15 Joules

Instruction Switching Energy E-13 to E-8 Joules

Application Energy E+9 to E+14 Joules

IT COVID simulation,
Bitcoin, NLP Procegsing

)
)
)
)
)
)

Ilu .l“ |“ ll" |I|. 1 I“ II“ | l“ Ilu u |I_ Ill. II“ i l“ Ilm 1 |" |I“ I|_
- @ o] N (0)) (o] ™ o ™ (o] ()] N Tp)
N v ¢ & 8 ¢ ¢ & o o o - =
L 1l L L L L 1l L L L L L L
- - - - - - — - - - - - -

Energy in Joules Per Bit/ Instruction/ Application—1000X per tic mark, 36 OOM total
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EES2 WG Highlight Talks by Month

Materials and | Circuits and | Het Intg Metrology & | Power & | Software Mfg Energy
Devices Architecture | Adv Pkg Benchmark | Control | Algorithms Efficiency

Working
Group

Speaker (s) John B,SLAC  Azeez, Metis Na Li,

Steffen, CTI & & Emre, Carbice & Jim B, Paul S. BrianH Prashant N
J.P. Aligned Stonybrook  Moinuddin, NIST Sandia  Micron ORNL
Carbon ANL

Working

Group March April May August July July June

Highlight June

Month (s) Microelectronics

Education and
Workforce, Tim W,

O_0 ...in addition to facilitated WG
K?O{'\ sessions

Northwestern
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Office of Science Advanced Scientific Computing Research (ASCR)

The exascale and Al-enabled science

Long-term investments in applied era will lead to dramatic capabilities to

mathematics and computer science predict exireme events and their
enabled exascale impacts on the electric grid across

weather and climate time scales...

\wlﬂzg Years of W3 125\/«:

'T METCT
4 A " 2 » o

HPL-MxP
1

and will accelerate the design
and deployment of clean-
energy technologies to create
a better future.

Frontier, #1 on the Top500, leads the world in computational
capability, and is also #2 in the world in energy efficiency, and
's #1 in the world for Al capability.

P34, u.S. DEPARTMENT OF

) [3{c) §

Office of )
Science Energy.gov/science




ASCR Co-design Partnerships’ Long History

ASCR Workshop on Reimagining Codesign

Sponsored by the U.S. Department of Energy, Office of Advanced Scientific Computing Research - March 16-18, 2021 - https://www.orau.gov/ASCR-CoDesign/

« ASCR's recent past, in partnership with NNSA and other stakeholders, has invested significantly in codesign, including:
* Vendor Collaborations:
« Fast Forward 1, July 2012 —- Sept 2014

Partnered with AMD, Cray, HPE, IBM, Intel, NVIDIA

Technologies related to compute, memory, networking, and storage.
« For more history, see https://www.osti.gov/serviets/purl/1513941

« Codesign Centers:
+ Pre-ECP Codesign Centers (starting 2012 - 2016):

Exascale Co-Design Center for Materials in Extreme Environments (ExMatEx)

Center for Exascale Simulation of Advanced Reactors (CESAR)

Center for Exascale Simulation of Combustion in Turbulence (EXaCT)

For more history, see

https://www.csm.ornl.gov/workshops/appimath11/documents/talks/Pao_CoDesign.pdf.pdf

« ECP Codesign, including:

« Center for Efficient Exascale Discretizations (CEED)

« Co-design Center for Online Data Analysis and Reduction at the Exascale (CODAR)

« Co-design Center for Particle Applications (CoPA)

* For more information, see https://www.exascaleproject.org/research-group/co-design-centers/

+ Fast Forward 2, Nov 2014 — 2016 This is just some of

« Design Forward, Oct 2013 - 2015 the recent past. ASCR
* Design Forward 2, 2015 - 2017 has a long history with
« ECP PathForward, June 2017 — ending now codesign.

U.S. DEPARTMENT OF Office of

EN ERGY Science .




DOE High Performance Computing (HPC)

DOE HPC Roadmap to Exascale Systems

FY 2012 FY 2016 FY 2018 FY 2021 FY 2022 FY 2023
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Basic Energy Sciences: Understanding Matter and
Energy at Electronic, Atomic, and Molecular Levels

BES fulfills its mission through:

e Supporting basic research

= “Grand Challenge” science

= Discovery and design of materials and chemical
processes that underpin a broad range of energy
technologies
e Operating world-class scientific user facilities in X-ray,
neutron, and nanoscale science

 Managing construction and upgrade projects to maintain
world-leading scientific user facilities

* Ensuring broad participation in the research portfolio
and user communities

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY AND RENEWABLE ENERGY ADVANCED MATERIALS AND MANUFACTURING TECHNOLOGIES OFFICE



BES—2018 Workshop, 2021 Co-desigh FOA; 2023 EFRC

Power electronics: infrastructure for 2050

* Next generation power electronics are critical to the
future grid and a sustainable energy system; smaller size,
higher temperature, higher voltages

* New UWBG materials, heterogenous integration, Pittsburgh
interface and degradation science
* Power electronics will be the “BIL” of 2050; History and Future of —
do the science and microelectronics now UWBG Materials R&D ki
substrate
-§ GaN
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8‘ manufacturability
§ SiC
W.=25nm Bottom —= dopabilit
(d);_ B 'rS thermal cyonductiviry
'g substrate availability
uf, ili
a silicon manufacturability
dopability
300mm Si (111) 2:;:333::{:3,?:“ To market
GaN FinFet on Si CMOS — low loss 2010 2020 2030 2040 2050
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